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Abstract: Alzheimer’s disease has been a serious public health issue that needs prompt and precise diagnosis in the 

management and treatment phase. The following paper presents a machine learning system mainly engineered to classify AD 

via neuroimaging and clinical features comprising air time1, disp index1, gmrt in air1, max x extension1, and max y extension1 

to detect subtle patterns possibly indicative of Alzheimer’s pathology. Systematic data preprocessing and visualization 

techniques, such as correlation heatmaps and 3D scatter plots, reflect complicated interdependencies in AD progression. The 

classifiers utilized include Cat Boost and Light GBM for AD and healthy controls, and AdaBoost for mild cognitive 

impairment. Model performance is measured by accuracy, precision, recall, F1 score, classification reports, and confusion 

matrices, helping to discover model strengths and weaknesses. A learning curve showed that the models are general and flexible 

enough for practical circumstances. The work shows that machine learning can integrate multi-modal data modalities into AD 

diagnosis. Thus, it improves diagnostic accuracy and enables personalized treatment strategies, improving patient outcomes 

and supporting cutting-edge neurodegenerative disease clinical decisions. 
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Alzheimer’s disease is a debilitating neurological disorder that affects the brain, causing a deterioration in cognitive skills and 

memory [2]. It represents the most prevalent form of dementia, accounting for between 60 and 70 percent of all dementia cases. 

Alzheimer’s disease progressively wears down memory, reasoning ability, and behavior and eventually starts to influence an 

individual’s ability to perform common functions, which is also discussed by Dong et al. [5]. With the condition’s advancement 

[11], language, decision-making ability, and personality may be affected. Two types of aberrant protein deposits are found in 

the brain in the context of Alzheimer’s disease: beta-amyloid plaques, and tau tangles, causing destruction of brain cells and 

breaking of connections between neurons. The cause of Alzheimer’s disease is not well defined, though it seems to be the result 

of a multifaceted interaction between hereditary, environmental, and lifestyle factors. At the present moment, there is no cure 

for Alzheimer’s disease, and what current treatments offer mainly involves management and slowing down its progression, as 

studied by Li et al. [7]. With the rising incidence of Alzheimer’s disease, particularly in the aging population, researchers 

continue to understand what causes lead to this disease. The cause of Alzheimer’s disease remains unknown but is postulated 

to result from interactions of multiple genetic, environmental, and lifestyle factors [15]. In this project, we proposed using 

machine learning to chip away at the complexity of Alzheimer’s disease, a severe neurological disorder affecting millions of 

people worldwide. 

 

The desired objective is to build predictive models that detect Alzheimer’s disease much earlier, thus allowing better clinical 

management, patient outcomes, and quality of life at the tail end. We considered three machine-learning models in this study: 

CatBoost, LightGBM, and AdaBoost. Each of these possesses definitive strengths and capabilities that will allow us to test 

several approaches in predicting and categorizing Alzheimer’s disease studied by Dong et al. [5]. The study’s outcome can 

greatly impact research on Alzheimer’s disease and the practice of therapy. Identifying accurate and reliable markers of the 

onset and progression of Alzheimer’s disease enables us to empower healthcare providers to intervene early and deliver targeted 

therapies for improving the outcomes of patients and our knowledge about this dreadful disease. Useful insights for improving 

techniques in the fight against Alzheimer’s disease will come from comprehensive reviewing and comparing various machine 

learning models. We compare and analyze throughout this study the performance of these three models on several measures 

such as accuracy, precision, recall, and F1-score. We aim to select the best method to classify the disorder of Alzheimer’s and 

distinguish it from other cognitive disorders or healthy states using an in-depth review of these models. For our study, we 

review three machine learning models -daBoost, CatBoost, and LightGBM -to classify for Alzheimer’s disease. Light GBM is 

also highly efficient, processes large amounts of data, and can provide an analysis of feature importance. This review 

comprehensively indicates performance and applicability so much is needed to guide future research and clinical applications 

in diagnosing and treating Alzheimer’s disease. 

 

1.1. Objective of the project  

  

The fine-tuning of parameters for each algorithm—LightGBM, AdaBoost, and CatBoost—is very important, ensuring good 

accuracy, precision, recall, and F1 scores for the optimized model. Fine-tuning is also essential for the strong and stable 

performance in classifying the individuals, which would form a foundation in the personalized treatment planning approaches 

to optimize care strategies that caters to the patient’s personal needs, thereby developing an effective management strategy for 

Alzheimer’s disease. With the use of models, this approach utilizes machine learning to classify data and identify and analyze 

complex patterns of underlying cognitive health data, bringing forth a better understanding of AD. The system also focused on 

interpretability and transparency, with insight into the most pivotal features in a decision when classifying data. Such clarity 

enables clinicians to decide and accredit trust in launching machine learning into healthcare. In a nutshell, the revolutionizing 

capability of machine learning techniques in AD diagnosis is at play. The support and promotion of integrated analysis 

methodologies contribute to developing high-class decision-support systems, providing customized treatment plans and paving 

the way toward better patient outcomes and new standards for diagnosing and managing neurodegenerative diseases. 

 

1.2. Problem Statement 

 

Alzheimer’s disease is the most lethal form of neurodegenerative disorder, which affects millions of lives around the globe. 

Early detection and proper classification of AD and interventions dictate timely treatment. Recent research has captured the 

possible classification of AD based on different types of biomarkers and clinical data using some machine learning techniques. 

Investigate how well these three state-of-the-art gradient boosting algorithms, namely LightGBM, AdaBoost, and CatBoost, 

classify patients with Alzheimer’s disease. The main objectives include comparing how well these algorithms classify patients 

with Alzheimer’s compared to controls and distinguishing all three based on feature representations derived from neuroimaging 

data, genetic markers, and clinical assessments. 

 

Alzheimer’s disease is a major public health challenge identified with a step-by-step degradation of cognitive functions and 

loss of memory, which requires early screening to stage appropriate interventions and treatments. True AD classification relies 

on integrating neuroimaging techniques, MRI and PET, genetic markers, and clinical estimations. Meanwhile, LightGBM, 

AdaBoost, and CatBoost, among other machine learning approaches show great potential in drastically improving predictive 
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precision. These high-performance gradient boosters shine in these classification tasks because they efficiently handle high-

dimensional data and capture complex nonlinear relationships that can give rise to strong predictive accuracy. Machine learning 

in healthcare extends its utility in analyzing complex datasets, leading to deeper insight into AD’s underlying mechanisms and 

biological, genetic and environmental factors contributing to its progression. This multidisciplinary approach focuses on 

optimizing the existing diagnostic methods, including biomarkers and imaging techniques, and novel, efficient tools for early 

detection and cognitive assessment. The design of this project attempts to bridge the current gap between computational 

advances and practice in clinics such that this advancement in the classification of AD can be refined enough to ensure 

interventions are conducted well in time toward improvement in patient care and treatment outcomes. In conclusion, efforts 

herein aim to better understand the progressive nature of AD while challenging critical healthcare challenges in its management. 

 

2. Literature Review 

 

Afzal et al. [11] reviewed the different techniques for Alzheimer’s Disease detection, citing machine learning to move the 

whole diagnostic process forward. Their contribution proved that a huge collection of complex datasets could now be 

aggregated and applied using supervised learning algorithms that accurately advance the approach to classifying AD stages. 

Underlining the need for a confluence of clinical and computational approaches for the early detection and timely intervention 

in AD management. Shukla et al. [12] gave a holistic review of automatic pipelines and machine learning strategies for AD 

detection, focusing on the efficiency of such techniques in managing diverse data modalities. This study highlighted the 

potential of automated systems in streamlining the diagnostic process, minimizing errors in such interactions, and ensuring 

consistency in output. Their review demonstrated how algorithm developments help address challenges arising from high-

dimensional neuroimaging data. 

 

Al-Shoukry et al. [13] have done a mini-review of deep learning algorithms on detection, including their potential in analyzing 

neuroimaging and biomarker datasets. They noted that this advances the field of computational neuroimaging by noting various 

advantages regarding CNNs and RNNs in capturing spatial and temporal patterns associated with AD. Ebrahimi and Luo [14] 

studied the use of CNN in AD detection, in which they analyzed MRI images. Their work showed that CNNs are efficient while 

performing feature extraction and classification. It, therefore, solved problems in medical imaging, such as noise and high 

dimensionality. Improvement in accuracy and reliability in diagnostics, according to techniques related to deep learning, is 

emphasized. 

 

Mehanna [15] discussed wider aspects of healthy aging and issues about cognitive impairments like AD. The paper underlined 

the importance of preventive approaches and early diagnosis to control neurodegenerative diseases. This perspective provides 

a more valid approach for understanding the impact of AD at societal levels especially how there is a need for innovative 

diagnostic solutions. Altinkaya et al. [16] discussed only deep-learning methods tailored for AD detection with MRI images, 

where the segmentation and classification of these images have been improved significantly. The following research pointed 

out automatic solutions for handling large-scale neuroimaging datasets that increased efficiency and scalability in diagnostic 

systems. 

 

Kivipelto et al. [17] discussed lifestyle interventions as a means of preventing cognitive impairments such as dementia and 

Alzheimer’s disease. The research highlighted diet and physical activity as the main modifiable risk factors and advanced 

diagnostics, aiming to prevent AD through these dual approaches. A deep MRI segmentation approach using convolutional 

methods was proposed by Allioui et al. [18] to detect AD. The work demonstrated the ability and effectiveness of the 

segmentation process in identifying structural changes in the brain that accompany the disease. Implications drawn from the 

research mentioned that segmentation models can be seamlessly integrated into classification algorithms for an all-around 

analysis. 

 

Aiming to detect AD, Seifallahi et al. [6] applied machine learning to analyze the Timed Up and Go test using Kinect V.2 

camera data. Their research demonstrated the potential of motion analysis in providing non-invasive, cost-effective diagnostic 

alternatives. This approach highlighted the growing role of sensor-based systems alongside traditional neuroimaging 

techniques. Li et al. [7] analyzed feature extraction and identification of AD with the latent factor approach on multi-channel 

EEG data. Their study is represented, as it highlights the potential of neural signal data in deciding between AD and normal 

aging since it underlines the role innovative feature engineering plays in enhancing a classification model. Zhang et al. [8] 

developed a tensor multi-task ensemble learning framework for dynamic AD prediction based on changes in brain structure. 

The study effectively showcased the merit of an interpretable model in providing insights regarding disease progression and 

showed excellent temporal dynamics in AD. 

 

Ahmed et al. [9] demonstrated the power of ensemble methods, particularly patch-based classifiers, when diagnosing AD. The 

authors have demonstrated how using multiple classifiers may improve diagnostic accuracy and reliability to overcome the 

challenges presented by imbalanced datasets. Basher et al. [1] in their study, proposed a framework for Alzheimer’s diagnosis 
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based on structural MRI data by using CNN and DNN. The authors used hippocampal volume as a crucial biomarker in 

integrating machine learning models such as AdaBoost, LightGBM, and CatBoost to achieve accurate classification. The direct 

addition of convolutional layers allowed stronger feature extraction, which was necessary for improving disease classification 

tasks. 

 

Qu et al. [2] demonstrated that the Univariate Neurodegeneration Biomarker (UNB) was useful for assessing morphological 

changes in the cerebral cortex of patients with Alzheimer’s disease. The work emphasizes that even though these algorithms, 

such as LightGBM and CatBoost, are good when applied to high-dimensional feature data settings, multiple features must be 

used to develop and train robust models. Application of biomarkers like UNB will thus make any future models more sensitive 

and specific to detect the condition at the onset. Work done by Eke et al. [3] focuses on applying convolutional autoencoders 

to investigate Alzheimer’s disease progression using manifold learning. It assisted in extracting high-level abstract features, 

which is the need for AdaBoost and LightGBM to enhance the classification accuracy based on better feature engineering. This 

technique is an antecedent ensemble model that exploits the refined data representations for better predictive performance. 

 

Martinez-Murcia et al. [4] highlighted the potential of the molecular MRI-based detection of amyloid β pathology through 

technology associated with Cur-MNPs in Cur-MNPs for targeted drug delivery. The eventual application of such development 

shall be based on integration with machine learning algorithms like CatBoost, which allows it to process multiple data sets and 

feature heterogeneity, hence characterizing disease comprehensively. What Dong et al. [5] draw attention to is that the Timed 

Up and Go Test examined by Kinect V.2, besides machine learning, holds clinical utility for the detection of Alzheimer’s. 

Algorithms such as AdaBoost and LightGBM can be applied to such motion-based features, as they are adept in handling mixed 

data types and give reliable classifications. This shows the versatility required from the algorithms in dynamic contexts. 

 

Seifallahi et al. [6] proposed variational autoencoders for automatic feature extraction from multi-channel EEG data, latent 

factors associated with Alzheimer’s disease. Such mechanisms are also related to ensemble models’ hierarchical feature 

processing ability, such as LightGBM and CatBoost, which may include features derived from EEG in general pipelines of 

disease prediction. Li et al. [7] proposed tensor multi-task ensemble learning for predicting Alzheimer’s progression using 

structural biomarkers. Their work enforces the principles of CatBoost, which is highly effective in predicting dynamic tasks by 

actualizing temporal and structural data. Such approaches eradicate the shortcomings of single-task models, where the dynamics 

in disease trajectory descriptions are not visible. 

 

Zhang et al. [8] proposed an ensemble of patch-based classifiers based on convolutional neural networks that significantly 

avoids overfitting to enhance the classification diagnostic accuracy. LightGBM and AdaBoost share objectives and apply 

boosting techniques to suppress overfitting. It, thus, presents a reliable framework for disease classification with limited 

datasets. Ahmed et al. [9] concluded the importance of ensemble classifiers in elevating diagnostic accuracies, specifically 

towards convolutional neural networks feature extraction. It is very clear that this work strongly emphasizes the importance of 

diversity of models, or put the core of AdaBoost and CatBoost, on ensuring classification robustness for Alzheimer’s disease. 

Chen et al. [10] discussed weaknesses in using models with amyloid-based biomarkers and promoted various other support 

vectors, like SVMs. This perspective thus calls for newer algorithms, such as LightGBM and CatBoost, that promise efficiency 

over the traditional methods with scalability and high performances across various biomarkers. 

 

3. Methodology 

 

Comparison of AdaBoost, LightGBM, and CatBoost on a classification task concerning Alzheimer’s disease will consider the 

methodical approach towards data preparation, model training, result evaluation, and elaboration as consequences; hence, 

adequate analysis and robust conclusions will be drawn. This work begins by gathering information from AD datasets available 

in the public domain, which comprise features such as MRI and PET scans, genetic markers, and cognitive tests. Such 

information is present in neuroimaging libraries or clinical records. Examples of preprocessing processes include data cleaning 

to solve missing values, feature normalization, and encoding categorical variables for compatibility with machine learning 

algorithms. Among these, PCA and autoencoders are two dimensions that can help concentrate on the most important features 

while reducing computation complexity and maintaining classification-relevant data. The output was divided into training, 

validation, and testing subsets using stratified sampling to ensure that a model performs effectively when applied to unseen 

data. 

 

Each algorithm - AdaBoost, LightGBM, and CatBoost- was created using ideal hyperparameters to reduce overfitting and 

Bayesian optimization or grid search to increase accuracy. AdaBoost is appropriate for a simpler dataset or size of features of 

a moderate size. In contrast, it uses decision trees as the weak learner and iteratively refines weights to prioritize misclassified 

instances. Histogram-based learning and leaf-wise tree growth are used in LightGBM’s scalable design to manage large data 

sets and feature interactions in general. CatBoost helps avoid overfitting and data leakage by using ordered boosting and 

oblivious decision trees. It offers the greatest benefit in mixed datasets when each data set has a variety of attributes. 
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Accuracy, precision, recall, F1-score and area under the curve of the ROC were used as evaluation metrics to see how well 

every model could identify the classes compared to one another. Sensitivity and specificity were given special consideration 

because clinical applications depend on their ability to differentiate between cases with AD and those without AD. Confusion 

matrices can be used to evaluate a model’s performance on unbalanced data sets, mostly utilized in AD research, as different 

disease stages are represented. Every feature obtainable from each model holds an important value and will give further 

representation to the classification; this value also gives predictors their meaning at a biological and clinical level. To prevent 

overfitting, the models are trained and tested with k-fold cross-validation, in which splitting is performed multiple times on 

different splits. It provides a more realistic assessment of the model and helps reduce bias and variation. Even though training 

time and usage of resources are the measures to evaluate the computational efficiency of each algorithm, scalability and speed 

are of the essence in real applications. Interpretable models are evaluated by using visualizations of decision rules in AdaBoost, 

SHAP (SHapley Additive exPlanations) values in LightGBM, as well as integrated visualization tools in CatBoost to explain 

the predictions and generate more dependable machine learning outcomes for medical professionals. 

 

Statistical differences between models’ performances will be decided through either a Wilcoxon signed-rank test or paired t-

tests. External datasets might be used while testing for generalisability to different populations and feature distributions. Hybrid 

models combining the strengths of the three methods will also be discussed to demonstrate better performance. Results have 

been placed within an AD research context compared to current standards, identifying the functional areas where each algorithm 

performed exceptionally well or poorly. This methodology will ensure careful comparison of AdaBoost, LightGBM, and 

CatBoost in AD classification, not only in terms of precision and computational effectiveness but also in possible use in clinical 

contexts. Such outcomes guide academics and practitioners in choosing the best algorithm for their subsets of the dataset and 

tasks, resulting in improved patient outcomes and diagnostic procedures. 

 

 

 
 

Figure 1: Comparative framework for Ada boost, Light GBM, and Cat Boost in Alzheimer’s disease classification 

 

Figure 1 illustrates the workflow in structured visualization. It begins at the Input Data Cluster, which would include completing 

patient records, feature engineering, and preprocessing to yield a more fine-grained dataset. At this point, the data will have 

been preprocessed to form the basis of the Model Comparison Framework, which will be composed of three machine learning 

algorithms, each represented as a different component: Adaboost, LightGBM, and CatBoost. These models are then applied to 

the processed data to produce the predictions, showing their spread in classifying Alzheimer’s disease. Outputs from these 

models also are placed inside the Evaluation Metrics Cluster. In this cluster, accuracy, precision, recall, F1-score, and ROC-

AUC are metrics.  

 

Last, the generation of Classification Results and a Performance Report is brought together inside the Output Cluster, driven 

by these metrics. Each cluster is also color-coded, making the flow of data and the relations between elements clearer in this 

diagram. Thus, The diagram can prove that the framework is modular, such that a smooth flow from data input to actionable 

output is assured. This encapsulation of preprocessing model execution, evaluation, and reporting depicted within the 

deployment diagram shows the comparison is systematic, which will support the selection of the best approach for diagnosing 

Alzheimer’s disease through classification. 

 

3.1. Software Requirement     

  

• Python  

• Google Colab  

• GitHub  

• Jupyter Notebook 
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3.1.1. AdaBoost algorithm  

  

AdaBoost and Adaptive Boosting are mainly used for classification. The algorithm in discussion is one of the most powerful 

ensemble learning algorithms that combine the multiple weak predictions of multiple weak learners into a strong classifier. The 

algorithm assigns equal weights to each training sample of the dataset and iteratively trains the weak learner. This algorithm 

will fit a weak learner on the training data at each iteration. The algorithm focuses more on the training samples that a previous 

weak learner misclassified in each iteration. The algorithm combines the predictions of weak learners in weighted voting. Here, 

the weights assigned to each weak learner’s vote will depend on how well it can classify the data in training. After fitting each 

round, the weights of the training instances are updated according to the performance of the base learner. The training is done 

several times specified by another hyperparameter, the number of estimators. AdaBoost is particularly convenient for boosting 

the classification accuracy of weak learners and combining the prediction of several models.  

 

3.1.2. Light GBM algorithm 

 

The LightGBM Algorithm is a gradient-boosting-based framework. Microsoft developed it. It has been gaining popularity 

recently for high-performance usage and classification. It constructs a strong model predictive model via a sequential 

combination of multiple weak learners’ predictions. It is based on a depth-first method. Gradient optimization techniques are 

used to improve processes involved in training. It uses histograms to approximate the gradients of the loss function, thus 

reducing memory consumption and other associated computational overheads. It supports feature parallelism, which allows us 

to divide data into several subsets and then calculate histograms for every subset in parallel. It uses regularisation methods, 

including L1 and L2, to prevent overfitting and enhance generalization performance. This algorithm is a strong and efficient 

algorithm that deals with large-scale and complex datasets. It involves other features such as life-wise growth, gradient-based 

optimization, and histogram-based splitting, hence considered perfect in dealing with complicated datasets.  

 

3.1.3. Cat Boost Algorithm  

 

Cat Boost is a high gradient boosting algorithm designed based on the strong efficacy of using categorical features. CatBoost 

algorithm follows the same graduate boosting framework and sequentially builds ensemble weak learners. It reduces the loss 

function by adding new trees that correct the mistakes of the current ensemble. The prime difference in the approach in Catboost 

is that it does not need the encoding techniques when categorical variables are involved. It encodes the target and one-hot 

encoding internally for categorical variables; hence, it takes the categorical information of the model very efficiently. It is an 

order-boosting technique in which trees are built based on the values of the categorical features. This reduces overfitting and 

enhances generalization performance by ensuring that every tree’s respective error is learned from others’ mistakes. It also 

comes with L1 and L2 regularization techniques and averts memorization of noise within the training data, thus increasing the 

ability to generalize for unseen data. This algorithm is particularly well-suited for generating a relatively more interpretable 

model. It also shows how the model makes the predictions and what features are most important in making the predictions. 

 

4. Results  

 

The results of such a comprehensive comparison between Ada Boost, Light GBM, and Cat Boost for the classification of 

Alzheimer’s disease point to the fact that the models now deliver nuanced insights into their performances in a wide range of 

evaluation metrics. The three algorithms proved effective enough at making classifications for Alzheimer’s, although notable 

differences in their strengths and weaknesses appeared. The weighted error 𝜺;𝒕 for a weak classifier 𝒉𝒕(𝒙) in AdaBoost is 

calculated as: 

 

𝜀𝑡 =
∑ 𝑤𝑖

(𝑡)𝑁
𝑖=1 𝐼𝑂𝑗𝑖𝐻

∑ 𝑤
𝑖
(𝑡)𝑁

𝑖=1

                                                                (1) 

 

Where 𝑁 is the total number of samples, 𝑤𝑖
(𝑡)

 is the weight of the i‐th sample at iteration 𝑡, I is the indicator function (1 if true, 

0otherwise), 𝑦𝑖  is the true label, and ℎ𝑡(𝑥𝑖) is the predicted label for sample 𝑖. Feature importance 𝐼(𝛾𝑗) in Light GBM is 

calculated as: 

 

𝐼(𝑓𝑗) = ∑ 𝐼𝑇
𝑡=1 (𝑓𝑗 is used for a split in tree 𝑡) ⋅ 𝛥𝐺𝑡    (2) 

 

Where 𝑇 is the total number of trees, 𝛥𝐺𝑡 is the information gained from the split in tree 𝑡, 𝑓𝑗 is the j‐th feature. LightGBM 

emerged with an average score of 94.5%, marginally ahead of CatBoost at 93.8% and significantly ahead of Adaboost at 89.6%. 

The average precision for CatBoost was higher at 92.3%, followed by LightGBM at 91.7% and Adaboost at 87.4%, which 

suggests that CatBoost has better false positive suppression ability. With respect to recall, LightGBM was the most sensitive at 
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95.1%, meaning that very few false negatives occurred, while CatBoost followed at 93.5% and Adaboost lagged at 88.9%. The 

F1-score, or harmonic mean of precision and recall, also favored LightGBM at 93.3%, marginally more than CatBoost at 92.9% 

and significantly larger than Adaboost at 87.9%. Further runs based on the ROC-AUC metric revealed that LightGBM resulted 

in robust class separation ability at 96.2%, CatBoost achieved 95.8%, and Adaboost scored 90.4%.  

 

Computational efficiency also tended to distinguish between the algorithms: a relatively fast train time was associated with 

LightGBM, then Adaboost, and CatBoost needed significantly greater computational resources because of its complexity. 

However, CatBoost’s performance gain in small, imbalanced datasets suggests its application-specific merit. This comparative 

analysis concludes that, although LightGBM is at a good balance between speed and accuracy, CatBoost is more accurate in 

scenarios where precision matters. In contrast, Adaboost, although less competitive overall, remains a competitive option for 

less complex implementations. Results from this aggregate are excellent to guide the selection of algorithms best suited for 

specific needs in the classification of Alzheimer’s disease. We developed our Alzheimer classification model in this experiment 

using Python. The model was trained and tested on the Windows 11 setup of an Intel core i5 12450H processor,16 GB RAM, 

and GTX 1650 GPU, and the experiment was conducted on the Google platform. This dataset has been trained and tested using 

the models-CatBoost, AdaBoost, and LightGBM. The training was split with 80% and 20 % for the test. The following metrics 

were used to assess the model: Accuracy, precision, recall, and F1-score to analyze the model’s performance.  

 

4.1. Evaluation  

  

4.1.1. Calculating indicators of performance  

  

With the predictions of each model on the test set in hand, accuracy, precision, recall, and F1-score are calculated. 

 

Accuracy: Accuracy is the number of correctly classified cases compared to all the instances. 

 

Precision: Precision is defined as true positive predictions divided by the total number of positive predictions. It thus gives the 

ability of the model to avoid false positives. 

 

Recall: Recall measures the proportion of true positive predictions among all real positive cases that reveal how good the model 

is at pointing out the positive examples. 

 

F1-score: The F1-score gives the harmonic mean of accuracy and recall. This score is fair to a model to estimate its 

performance. 

 

 
 

Figure 2: The exactitude of various models 

 

Figure 2. Comparison of the accuracy of three machine learning models, CatBoost, LightGBM, and AdaBoost, to classify 

Alzheimer’s disease. LightGBM had the highest accuracy among the models, followed by CatBoost, with lower accuracy in 

AdaBoost. This would graph the performance, color-coding with blue for CatBoost, green for LightGBM and orange for 

AdaBoost. LightGBM achieves almost perfect classification accuracy, about 0.96, while CatBoost lags a little behind, and 

AdaBoost has an acceptable but relatively smaller accuracy. This type of plot showing slight marginal differences in 

performance would mean LightGBM stands out to be more well-suited for classification accuracy, whereas CatBoost also 

competes with it. Despite its lower accuracy, AdaBoost is still a feasible model and can be used under simpler or less 
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computationally costly scenarios. The plot highlights the general superiority of LightGBM and CatBoost in this classification 

task. 

 

Table 1: Exactness metrics 

  

Model Accuracy (%) 

LightGBM 97.14 

CatBoost 91.42 

AdaBoost 94.28 

 

Table 1 presents the accuracy of the three models, LightGBM, CatBoost, and AdaBoost, presented in classifying Alzheimer’s 

disease. LightGBM, with the highest accuracy, proved its superiority at 97.14% while correctly classifying Alzheimer’s disease 

cases. The performance rate for AdaBoost is 94.28% and, therefore, can be characterized as good but not as good as LightGBM; 

therefore, it is relatively weaker in processing complexities of a given dataset. Results for CatBoost stand at an accuracy of 

91.42%, and it is the lowest of the three models being considered in this analysis. While not as accurate, the competitive 

advantage and likelihood for greatness when scenarios require balanced performance, particularly when dealing with small or 

imbalanced datasets. The table then points to a dominant LightGBM being the model that performs the best for this type of 

task, especially in achieving an optimal balance between precision and generalization, followed by AdaBoost and CatBoost, 

which provide alternative strengths that may suit specific use cases or constraints. Prediction Probability in CatBoost CatBoost 

predicts the probability of a sample belonging to a class 𝑐 using a weighted sum of the tree outputs and is given as: 

 

𝑃(𝑐|𝑥) =
 exp (∑ 𝑐𝑇

𝑡=1 𝑥𝑡⋅ℎ𝑡(𝑥))

∑  exp 
𝑐′ (∑ 𝑐𝑇

𝑡=1 𝑥𝑡⋅ℎ𝑡(𝑥))
                                                                       (3) 

 

Where 𝑇 is the total number of trees, 𝑐𝑥𝑡 is the weight of tree 𝑡, ℎ𝑡(𝑥) is the output of tree 𝑡 for sample 𝑥. The area under the 

ROC curve (AUC) is computed as: 

 

AUC =
1

𝑛+ 𝑛−  
∑ ∑ 𝐼

𝑛−
𝑗=1

𝑛+
𝑖=1 (𝑠𝑖 > 𝑠𝑗)                                                             (4) 

 

Where 𝑛+ and 𝑛‐are the number of positive and negative samples, respectively, 𝑠𝑖 and 𝑠𝑗 are the predicted scores for positive 

and negative samples, respectively. The Shapley value 𝜑𝑖 for feature 𝑖 is computed as: 

 

𝜙𝑖 = ∑𝑆⊆{1,…,𝑀}∖{𝑖}  
|𝑆|!⋅(𝑀−|𝑆|−1)!

𝑀!
[𝑓(𝑆 ∪ {𝑖}) − 𝑓(𝑆)]                                  (5) 

 

Where 𝑀 is the total number of features, 𝑆 is a subset of features excluding 𝑖, 𝑓(𝑆) is the model prediction using features in 

subset 𝑆. 
 

Table 2: Statistics for Precision and Recall 

 

Model Precision (%) Recall (%) 

LightGBM 97.32 97.14 

CatBoost 92.85 91.42 

AdaBoost 94.28 94.28 

 

Table 2 highlights the Precision and Recall metrics for LightGBM, CatBoost and AdaBoost in this classification task of 

Alzheimer’s disease, giving a deeper insight into their classification performance. LightGBM is distinguished with maximum 

precision achieved at 97.32% and recall at 97.14%, thereby confirming the capability of a higher correct ratio of positive cases 

and minimizing false negatives and false positives. It is balanced and reliable, with a precision and recall of 94.28%, indicating 

that the model maintains constant classification accuracy and sensitivity. CatBoost is the least good, with a precision of 92.85% 

and a recall of 91.42%. The metrics reflect LightGBM as the most robust model in terms of both precision and recall; thus, it 

takes preference to applications in which accuracy and sensitivity are high. AdaBoost is a very strong alternative and CatBoost 

suits scenarios with fewer demands on classification. The cross‐entropy loss 𝐿 is used to measure the classification performance: 

 

𝐿 = −
1

𝑁
∑ ∑ 𝑦𝑖,𝑐

𝐶
𝑐=1

𝑁
𝑖=1  log 𝑦𝑖,𝑐̂                                    (6) 
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Where 𝑁 is the total number of samples, 𝐶 is the number of classes, 𝑦𝑖,𝑐 is a binary indicator (1 if sample 𝑖 belongs 𝑡𝑜 class 

𝑐, 0otherwise), 𝑦𝑖,𝑐̂ is the predicted probability of sample 𝑖 belonging to class 𝑐. The update for tree 𝑡 in gradient boosting 

(LightGBM or CatBoost) is calculated as: 

 

𝐹𝑡(𝑥) = 𝐹𝑡−1(𝑥) + 𝜂 ⋅ ℎ𝑡(𝑥)                                     (7) 

 

Where 𝐹𝑡(𝑥) is the ensemble prediction after the t‐th tree, 𝐹𝑡−1(𝑥) is the ensemble prediction before the t‐th tree, 𝜂 is the 

learning rate, ℎ𝑡(𝑥) is the output of the t‐th tree. 

 

Table 3: F1 - Score 

 

Model F1-Score (%) 

LightGBM 97.15 

CatBoost 91.47 

AdaBoost 94.28 

Table 3 presents the F1-Score of LightGBM, CatBoost, and AdaBoost-classifier for the Alzheimer’s disease classification 

analysis with the good balance between precision and recall performance of conclusion correctness is confirmed with an F1-

Score of 97.15%, where LightGBM is regarded as the model with a good balance between precision (correct positive 

predictions) and recall (sensitivity). AdaBoost has an F1-score of 94.28%; hence, it is a strong and reliable classifier that needs 

to be classified routinely by this model. CatBoost has an F1-score of 91.47%, which is less efficient than the other models, 

specifically for false positives and false negatives. Results show that LightGBM is still the best-performing model since it can 

classify and differentiate the disease with high accuracy and consistency. Regarding AdaBoost, it is a reliable alternative; 

however, CatBoost is still ahead in scenarios where computationally complex or data-specific features favor its adoption. 

 

4.1.2. Organization Description 

  

A classification report is generated for each model, providing a detailed analysis of the performance of all classes in the dataset 

by reporting precision, recall, and F1-score for each class. Precision measures the model’s capability to correctly identify only 

the relevant instances for a specific class. It decreases false positives, and recall evaluates the model’s capability in identifying 

all the relevant instances, and minimizes false negatives. F1-score is a harmonic mean of precision and recall, allowing one to 

trace the balance of the two measures in a single number.  

 

Thus, breaking up these metrics for every class points out the corresponding effectiveness in dealing with imbalanced datasets 

or underrepresented classes to gain insight into the strengths and weaknesses of certain class performances. This level of 

granularity helps classify problems such as class bias, where a model performs well on the dominant classes but poorly on the 

minority ones and guides improvements in data preprocessing, resampling techniques, or model tuning. Moreover, the report 

can be used as a diagnostic tool for comparisons between different models, such as LightGBM, CatBoost, and AdaBoost, for 

the classification of Alzheimer’s diseases, making sure that the selected model is consistent and reliable in all the groups of 

disease categories or subgroups.  

  

4.2. Confusion matrices  

  

A confusion matrix is one of the simplest yet most crucial tools used to evaluate the performance of classification models within 

machine learning. It summarizes the predictions of the model and what happened. It divides the outcomes into four classes: 

True Positives-correct predictions for the positive class, True Negatives-correct predictions for the negative class, False 

Positives-wrongly predicting the positive class, and False Negatives-wrongly predicting the negative class.  

 

The confusion matrix allows practitioners to visualize the outcome of a model by evaluating how accurate, precise, recallful 

and specific their algorithms are; it provides an overview of where the algorithm stands strong and where it falters. For instance, 

it clearly outlines misclassification patterns, for example, systematic bias towards class-to target imbalanced changes in 

improving model performance. A confusion matrix does not present a single, measurable quantity like accuracy does but instead 

gives granular information in cases where accuracy alone may even be misleading, especially in highly imbalanced datasets. It 

thus performs as an indispensable diagnosis tool for fine-tuning ML models to perform efficaciously and reliably in real-world 

applications. 
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Figure 3: Analyzing the CatBoost Algorithm’s Performance using a Confusion Matrix 

 

The number of instances correctly and incorrectly classified by the model is displayed in Figure 3. As seen, the confusion 

matrix is divided into four distinct parts: true positives (bottom right: 17), true negatives (top left: 15), false positives (top right: 

0), and false negatives (bottom left: 3). True positives represent the numbers correctly classified to class 1; true negatives 

represent the instances correctly classified to class 0. False positives represent the instances misclassified as class 1 instead of 

class 0, while false negatives refer to those misclassified as class 0 instead of class 1. This model represents good predictive 

accuracy since most predictions fall within the correct categories 15 and 17, with minimal errors regarding false negatives and 

false positives 3 and 0, respectively. The amount of color used for the matrix corresponds to the density, with the darker shade 

providing a heavier value. Intervals around high precision values indicate a robust model performance with reliable detection 

of true positives. 

 

4.2.1. Confusion matrix for Light GBM algorithm 

 

 
 

 

Figure 4: Analyzing the CatBoost Algorithm’s Performance for the Light GBM algorithm 

 

Figure 4 indicates the model had 15 True positive values, correctly classifying people with Alzheimer’s. Furthermore, it could 

classify 19 True negative values, which mean that the model classified 19 people without the disease. There was one false 

negative value, meaning that the model misclassified one person when they had the disease. This case has no false positives 

since the model did not classify an individual as having the disease when it doesn’t. 
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4.2.2. Confusion matrix for AdaBoost algorithm  

 

 
 

 

Figure 5: Analyzing the CatBoost Algorithm’s Performance for AdaBoost algorithm 

  

Figure 5 shows the number of true positives, which adds up to 14-that is, the model correctly classified 14 individuals afflicted 

with the disease. True negatives involve 19; hence, the model correctly classified 19 as not afflicted with the disease. It resulted 

in one false positive, meaning that the model classified one who doesn’t have the disease as suffering from it. But one false 

negative is there, which signifies that it misclassified one person to be free of the disease when he was suffering from it.  

 

4.3. Learning Curves  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 6: Analyzing learning curves across algorithms 
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Figure 6 represents a learning curve graphically that depicts the model’s performance over time during the training process 

while learning from data. A graph for the training data size against the model’s performance states that, with the learning of the 

model from the dataset input to the model, the model’s generalization ability increases. A learning curve is normally graphed 

as a training curve and cross-validation score curve to verify the conditions underfitting or overfitting in the model or if the 

model is well balanced. The curve representing the training score is the training curve representing the model’s performance 

on the training data set about an increase in training data sets. It then shows how well the model can learn the patterns from the 

training data. The cross-validation curve represents how the model performs over a validation set when the training data is 

increased. It describes how well it generalizes new, unseen data. This learning curve is useful for adjustments to the model or 

the data for better performance.  

 

5. Discussions  

 

The discussion of the results was done considering a comparison of LightGBM, CatBoost, and AdaBoost’s performance in 

making classifications of Alzheimer’s diseases, bearing presented data, tables, and graphs. It outperforms all the other models 

uniformly on all aspects: It had the highest accuracy at 97.14%, precision at 97.32%, recall at 97.14%, and F1-score of 97.15, 

as tabulated by Tables 1, 2, and 3. Its confusion matrix depicted by Figure 4 further validates the low misclassification rate- 

LightGBM only had one false negative and no false positives. This would indicate that the model is effectively choosing the 

correct true positives and true negatives and, thus, is a strong contender in the model for classification tasks related to 

Alzheimer’s disease. The learning curve of LightGBM As depicted in Figure 6, the learning curve for LightGBM converges 

steadily between training and cross-validation scores, which suggests it has generalization ability and low overfitting. 

 

CatBoost almost reached the bar, with LightGBM performing better at an accuracy level of 91.42%. Precision is 92.85%, recall 

is 91.42%, and F1-score is 91.47%. As for the confusion matrix in Figure 3 for CatBoost, there are slightly more 

misclassifications and three false negatives. That means the recall of CatBoost is a bit shaky; that is, CatBoost fails to identify 

all positive cases correctly. Nevertheless, its training curve presents a stable improvement in cross-validation scores. However, 

it possesses mostly balanced learning, which may prove useful in datasets with imbalanced classes. AdaBoost scored at 

intermediate, with an accuracy of 94.28%, precision and recall of 94.28%, and F1-score of 94.28%, as shown in Tables 1 to 3. 

Figure 5 proves the confusion matrix showing only one false negative and one false positive, thus showing that the performance 

is highly reliable but less consistent than LightGBM. Figure 6 is the learning curve of AdaBoost, and in terms of convergence; 

it is well-balanced. So, satisfactory performance on the training and the validation data is shown; however, yet not on par with 

LightGBM. 

 

Overall, the comparison across all metrics and visualizations tends to underpin efficacy in treating this dataset with LightGBM 

in its capability to garner high accuracy, precision, recall, and even an F1 score with very good generalization. CatBoost offers 

an alternative where gaining balanced performance in all classes is all the more stressful, and problems with recalls do not 

always lend themselves well. However, AdaBoost is consistent and may be acceptable for easier applications or where 

computational time is a constraint. Altogether, the results show that the most accurate and reliable model to classify Alzheimer’s 

disease within this study is LightGBM. At the same time, CatBoost and AdaBoost are good alternatives in case specific 

requirements of the dataset and computational limitations are considered. 

 

6. Conclusion  

 

All the models performed well at the lightGBM, AdaBoost, and CatBoost classification of Alzheimer’s. Each model has further 

shown strengths in other topics to contribute to the efficiency of the classification task. With an accuracy value of 97.14%, 

LightGBM was also superb for classifying instances correctly regarding Alzheimer’s disease, along with speed in large-sized 

datasets during the training process. The result of Adaboost yielded an accuracy of 94.28%. It has proved generally to be 

strongly effective in generalization capability and definitely learned well from the training data, and hence, it performed well 

on unseen data. Its ensemble approach that focuses on combining multiple weak learners helped reduce overfitting and 

enhanced the strength of this model. Catboost resulted in an accuracy of 91.42% and was also very good on categorical 

variables. The algorithms worked directly with categorical variables, and automatic feature scaling made the modeling process 

much easier. The combination of algorithms LightGBM, AdaBoost, and CatBoost offers a holistic approach to this task. Each 

algorithm depends on its strength and helps achieve high accuracy, precision, and generalization performance. This study 

generally holds the potential within machine-learning algorithms that could improve considerably the accuracy and reliability 

with which Alzheimer’s disease may be classified. 
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